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 Translation Invariance



Motivation

1 or 2?

Surprisingly, CNNs can classify perfectly.
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Framework: Explore the encoded position information in CNNs 

GAPNet follows CNN (e.g., ResNet-18 and NIN) for object recognition, except we 
remove the final fully connected layer, such that the last layer of the network is the 
GAP layer. 



Framework: Explore the encoded position information in CNNs 

PermuteNet also follows the structure of a standard object classification network, except for 
a single shuffle operation which occurs between the GAP layer and the penultimate linear 
layer



GAP



Experimental results

Position information depends mainly on the ordering of the channels, 
while semantic information does not.



Different paddings



My experiments

Zero padding introduces the line artifacts in different feature maps, 
which indicate different position information.

Feature map visualization of different channels in a convolutional layer



Any Applications?



Learning Translation Invariant Representations



Learning Translation Invariant Representations

Cons: how often a network predicts the same category after the input image is 
vertically and horizontally shifted a random number of pixels: up to 8 pixels 
(Cons.8), and 8 pixels (Cons.16)



Attacking the Position-Encoding Channels

Rank
Remove Top-N Neurons

(Set to 0)
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Thanks
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